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ArcGIS



ArcGIS 10 - A Complete System
• Easier
• More Powerful
• Everywhere

Cloud

Enterprise

Local

• Discover
• Create
• Manage
• Visualize
• Analyze
• Collaborate

Mobile

Desktop

Web



Service Level 
Agreements



Service Level Agreements

Directly effects the ability to operate workflow on  an 
enterprise scale.  Has the potential for near term revenue 

stream interruption if unavailable to disaster reco very 
system

95%
18.25 days/year
36 hours/month
8.4 hours/week

SLA 2

Core Operations: e.g. public safety & critical infr astructure
Participates in regulatory, legal, contractual work flows

Contains sensitive customer (citizen) information
Participates in portion of revenue stream

99.999%
5.25 Min/Year

25.9 Sec/Month
6.05 Sec/Week

SLA 1

Administrative Tools
Planning tools supporting local workflow

Staging Systems

90%
36.5 days/year

72 hours/month
16.8 hours/week

SLA 3

Prototype/Lab
Development Systems
Supported by owner

Does not participate in workflow but supports devel opment

As NeededSLA 4

Level Application Measure



What is High Availability 
•Amazon EC2 provides 99.95% uptime
•ArcGIS Online provides 99.9% uptime 

Availability Downtime Per Week Downtime Per Month Down time Per Year

99.999% 6.05 seconds 25.9 seconds 00:5:15 

99.99% 1.01 minutes 4.32 minutes 00:52:33

99.95% 5.04 minutes 21.56 minutes 4:19:00

99.9% 10.1 minutes 43.2 minutes 8:45:00

99% 1.68 hours 7.2 hours 3:15:36:00



Geodata
Management



Geodatabase Basics
GIS Data in the 

Geodatabase (GDB)

• Attribute Table

• Feature Class

• Feature Dataset

• Cartographic

Representation

• Annotation

• Dimension

• Relationship Class

• Mosaic Dataset

• Raster Dataset

• Raster Catalog

• LiDAR Dataset

• Topology

• Geometric Network

• Terrain

• Locator

• Parcel Fabric

• Toolbox

• Attachments

• Subtypes/Domains

RDBMS

Enterprise GDB

Workgroup GDB

Desktop GDB

File GDB

Personal GDB

Multi-User
GDB

Single-User
GDB



File Geodatabase Benefits

Structural
1. Cross Platform
2. Optimized performance
3. Few Size Limitations

Performance
4.  Easy data migration…
5.  Improved editing model
6.  Store raster and vector… together

Data 
Management

7.  Customizable storage configuration
8. Allows updates to spatial indexes
9. Allows the use of data compression

File 
Geodatabase



ArcGIS for Server & Databases
File Geodatabase or SDE…?

Single-User
GDB

Single-User
GDB

Use File GDB if…

• No DBA
• Static Data 
• Read Only applications
• Map Caching
• Can participate in 1 way 

replication

*File Geodatabase should reside on 
ArcGIS Server or SAN.



ArcGIS for Server & Databases
File Geodatabase or SDE…?

RDBMS

Multi-User
GDB

RDBMS

Multi-User
GDBUse Enterprise GDB if…

• DBA manages data
• Require Versioning
• Web Editing required
• 2 Way Replication workflows

*SDE should deployed on a separate 
“publication” database server. 



Caching and GDB Replication

Parent 
Replica

State Plane Ohio… 

NAD 83

Child Replica
WGS 1984 Web 

Mercator w/Aux 

Sphere

� Changes 
One Way

Project on the fly… 

Multi UserMulti-User
GDB

File
GDB



SDE Best Practices

�
Update 

Statistics
Frequently

Rebuild Indexes
Regularly

Plan Versions 
Carefully

Compress 
Geodatabase

Often

CPU

Network Memory

I/O

Monitor
System 

Resources



Isolating 
Environments



When Do You Isolate Servers

Availability 3rd Party Integration Security

Server Management



FirewallFirewall

DMZDMZ

Why Isolate Services & Applications

High Availability 

Configuration
Moderate Availability 
Configuration

Basemap Cache 

Tiles

SQL Server/SDE 

Geodatabase

Dynamic Web 

Requests

Dynamic Web & 

Cached Requests

Call Center Viewer
24x7x365

Utility Viewer 
8am – 5pm
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Everyday at 2:30 AM 
Data processing 
requires that this 
server be shutdown 
for 10 minutes



Development 
Environment



Development Environment 



Single Machine Deployment (Development Only)

GIS Server

HTTP:6080

Config Store

Server Directories
ArcGIS Services 

Account
ArcGIS Services 

Account

Data Store

SDE
Files

FGDB

Files
& 

FGDB

Components requiring licensing

ArcGIS Site

Host Machine

Desktop OS

Web Applications

ArcGIS Desktop



Staging 
Environments



I Need a Staging Environment?
Benefits of Staging Environment…



Reroute DNS: Staging and Production
Load Balancer

WS
WA

GIS

Staging

WS
WA

GIS

Production

Mirrored production and staging



Reroute DNS: Staging and Production
Load Balancer

WS
WA

GIS

Staging

WS
WA

GIS

Production

Mirrored production and staging

Every Night at 2:30 AM Cache Tiles are updated base d on 
changes made during the day.



Reroute DNS: Staging and Production
Load Balancer

WS
WA

GIS

Staging

WS
WA

GIS

Production

Mirrored production and staging

Changed tiles are pushed to the staging system caus ing no disruption of service
to the production environment.



Reroute DNS: Staging and Production
Load Balancer

WS
WA
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Staging

WS
WA

GIS

Production

Mirrored production and staging

Staging Server is now more current than Production.
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Reroute DNS: Staging and Production
Load Balancer

WS
WA

GIS

WS
WA

GIS

Mirrored production and staging

ProductionStaging

Redirect Load Balancer to point all incoming traffi c to what was staging and is
now the production environment.  This is assuming y ou are NOT performing user
acceptance testing.



Reroute DNS: Staging and Production
Load Balancer

WS
WA

GIS

Staging

WS
WA

GIS

Production

Mirrored production and staging

Update your new staging environment with the update d cache tiles.



Reroute DNS: Staging and Production
Load Balancer

WS
WA

GIS

Staging

WS
WA

GIS

Production ProductionStaging

Update your new staging environment with the update d cache tiles.



Reroute DNS: Staging and Production
Load Balancer

WS
WA

GIS

Staging

WS
WA

GIS

Production

Mirrored production and staging

This Architecture requires both production and stag ing licenses of ArcGIS Server
ELA’s also are another licensing mechanism that mak es this architecture possible.



SAN/NAS

Multi Machine Site (moderate availability)

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Server   HTTP:80

Web Applications

Server OS

GIS Tier

Staging Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

GIS Server

Config - Store

Server Dirs..

Server OS

GIS Tier

Cache & FGDB

GIS Server HTTP:6080

ArcGIS Site

HTTP:6080

Web Adapter

Server B Server A

Virtualization Tier Virtualization Tier

Server OS

Production 
Data Tier

RDBMS
SDE

Production
SAN/NAS

Config - Store

Server Dirs..

Cache & FGDB

Windows 

DFS

One Way 

Replication



SAN/NAS

Multi Machine Site (High Availability) with SSL

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Applications

Server OS

GIS Tier

Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

GIS Server

Config - Store

Server Dirs.

Server OS

GIS Tier

Cache & FGDB

ArcGIS Site

HTTP:6080

Web Adapter

Server B Server A

Web Tier

Server OS

HTTP:80 Web Server    HTTPS:443

Web Applications

Web Adapter

HTTPS:443 Web Server    HTTP:80

GIS Server HTTP:6080

Virtualization TierVirtualization Tier

Server OS

Production 
Data Tier

RDBMS
SDE

Production
SAN/NAS

Config - Store

Server Dirs.

Cache & FGDB

Windows 

DFS

One Way 

Replication

Server A



GIS Tier

SAN/NAS

Multi Machine Site (High Availability with Clusters)

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Applications

Server OS

Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

Config - Store

Server Dirs.

Cache & FGDB

Web Adapter

Web Tier

Server OS

HTTP:80 Web Server    HTTPS:443

Web Applications

Web Adapter

HTTPS:443 Web Server    HTTP:80

Virtualization Tier

Server OS

Virtualization Tier

Server OS

Virtualization Tier

GIS Server
Server C HTTP:

6080
Cluster 2

GIS Tier GIS Tier

GIS Server
Server A HTTP:

6080

ArcGIS
Site

GIS Server
Server B HTTP:

6080

Server OS

Production 
Data Tier

RDBMS
SDE

Production
SAN/NAS

Config - Store

Server Dirs.

Cache & FGDB

Windows 

DFS

One Way 

Replication

Cluster 1



Disaster 
Recovery



Disaster Recovery



SAN/NAS

Multi Machine Site (moderate availability)

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Server   HTTP:80

Web Applications

Server OS

GIS Tier

Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

GIS Server

Config - Store

Server Dirs.

Server OS

GIS Tier

Cache & FGDB

GIS Server HTTP:6080

ArcGIS Site

HTTP:6080

Web Adapter

Server B Server A

Virtualization Tier Virtualization Tier

Server OS

Production 
Data Tier

RDBMS
SDE

Production
SAN/NAS

Config - Store

Server Dirs.

Cache & FGDB

Windows 

DFS

One Way 

Replication



SAN/NAS

Multi Machine Site (High Availability) with SSL

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Applications

Server OS

GIS Tier

Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

GIS Server

Config - Store

Server Dirs.

Server OS

GIS Tier

Cache & FGDB

ArcGIS Site

HTTP:6080

Web Adapter

Server B Server A

Web Tier

Server OS

HTTP:80 Web Server    HTTPS:443

Web Applications

Web Adapter

HTTPS:443 Web Server    HTTP:80

GIS Server HTTP:6080

Virtualization TierVirtualization Tier

Server OS

Production 
Data Tier

RDBMS
SDE

Production
SAN/NAS

Config - Store

Server Dirs.

Cache & FGDB

Windows 

DFS

One Way 

Replication

Server A



GIS Tier

SAN/NAS

Multi Machine Site (High Availability with Clusters)

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Applications

Server OS

Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

Config - Store

Server Dirs.

Cache & FGDB

Web Adapter

Web Tier

Server OS

HTTP:80 Web Server    HTTPS:443

Web Applications

Web Adapter

HTTPS:443 Web Server    HTTP:80

Virtualization Tier

Server OS

Virtualization Tier

Server OS

Virtualization Tier

GIS Server
Server C HTTP:

6080
Cluster 2

Cluster 1

GIS Tier GIS Tier

GIS Server
Server A HTTP:

6080

ArcGIS
Site

GIS Server
Server B HTTP:

6080

Server OS

Production 
Data Tier

RDBMS
SDE

Production
SAN/NAS

Config - Store

Server Dirs.

Cache & FGDB

Windows 

DFS

One Way 

Replication



Production 
Architectures



Moderate Availability Architecture

Directly effects the ability to operate workflow on  an 
enterprise scale.  Has the potential for near term revenue 

stream interruption if unavailable to disaster reco very 
system

95%
18.25 days/year
36 hours/month
8.4 hours/week

SLA 2



SAN/NAS

Multi Machine Site (moderate availability)

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Server   HTTP:80

Web Applications

Server OS

GIS Tier

Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

GIS Server

Config - Store

Server Dirs.

Server OS

GIS Tier

Cache & FGDB

GIS Server HTTP:6080

ArcGIS Site

HTTP:6080

Web Adapter

Server B Server A

Virtualization Tier Virtualization Tier



Moderate Availability Architecture
Baseline Deployment…



High Availability Deployment

Core Operations: e.g. effecting public safety & cri tical 
infrastructure

Participates in regulatory, legal, contractual work flows
Contains sensitive customer (citizen) information

Participates in portion of revenue stream

99.999%
5.25 Minutes/Year

25.9 Seconds/Month
6.05 Seconds/Week

SLA 1



SAN/NAS

Multi Machine Site (High Availability) with SSL

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Applications

Server OS

GIS Tier

Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

GIS Server

Config - Store

Server Dirs.

Server OS

GIS Tier

Cache & FGDB

ArcGIS Site

HTTP:6080

Web Adapter

Server B Server A

Web Tier

Server OS

HTTP:80 Web Server    HTTPS:443

Web Applications

Web Adapter

HTTPS:443 Web Server    HTTP:80

GIS Server HTTP:6080

Virtualization TierVirtualization Tier

Server A



GIS Tier

SAN/NAS

Multi Machine Site (High Availability with Clusters)

Components
requiring
licensing

Server OS

Web Tier

Server OS

Web Applications

Server OS

Data Tier

RDBMS

SDE

Firewall

Firewall

Secure
Network

DMZ

Config - Store

Server Dirs.

Cache & FGDB

Web Adapter

Web Tier

Server OS

HTTP:80 Web Server    HTTPS:443

Web Applications

Web Adapter

HTTPS:443 Web Server    HTTP:80

Virtualization Tier

Server OS

Virtualization Tier

Server OS

Virtualization Tier

GIS Server
Server C HTTP:

6080
Cluster 2 Cluster 1

GIS Tier GIS Tier

GIS Server
Server A HTTP:

6080

ArcGIS
Site

GIS Server
Server B HTTP:

6080



High Availability Architecture
Baseline Deployment…



Esri Web Adaptor
Client 

Requests
DMZ

Secure 
Network

Web Adaptor

Web Server

GIS Server

SDE

80 80

60806080





Virtualization



ArcGIS & Virtualization



VMware and Esri
VMware Deployment and 
Technical Considerations Guide



Licensing of ArcGIS Server

2-Core
VM

2-Core
VM

2-Core
VM

2-Core
VM

2-Core
VM

2-Core
VM 2-Core

VM
2-Core

VM

8-core Physical Machine

Non-ArcGIS Cores

ArcGIS Server on 6 Virtual Cores
License = 4-Core ArcGIS Server license

+ 2 additional Cores



Licensing of ArcGIS Server

2-Core
VM

2-Core
VM

4-Core
VM

4-Core
VM

2-Core
VM

2-Core
VM

4-Core 
Physical Machine
w/ArcGIS Server 
4-Core License

or



Licensing of ArcGIS Server
Server Configuration ArcGIS Server Licenses

One 4-core machine, uses no VM's One 4-core license

One 4-core machine, uses two 2-core VM's One 4-core license

One 8-core machine, uses 4 virtual cores for 
ArcGIS Server

One 4-core license

One 8-core machine, uses three 2-core VM's One 4-core license + 2 additional cores

Two 4-core machines in same environment One 4-core license + 4 additional cores

Two 4-core machines in separate environments Two 4-core licenses

One 8-core machine with hyper-threading
(equivalent to 16 cores)

Only up to 8 cores need to be licensed (hyper-threading 
is not taken under consideration)



Esri & Private Cloud Solutions

Public 
Cloud

Private 
Cloud

Security & ControlSecurity & Control
Less More



Esri & VBLOCK Infrastructure Platform



Esri Licensing



Esri Licensing Considerations

Licensing Required Licensing Not Required

GIS Server Web Adapter

Extensions Web application(s)

Staging GIS Server SDE

Staging Extensions

EDN-named user only



Configuring 
Services



Map Service Instance Configuration



Map Service Instance Configuration
• Minimum Instance = 0

- Less popular services
- Slower response first access
- Reserve memory capacity for other services

• Minimum Instance = 1 
- Popular services
- Rapid response first access
- Service Instances can grow to max setting

• Maximum Instance = 3 - 5 
- Instances per Server Machine Core
- Optimum throughput during peak load
- Optimizes display response time during peak loads



Batch Service Instance Configuration
• Minimum Instance = 0

- Start up time short
- Reserve memory capacity for other services
- Service Instances can grow

• Maximum Instance = N + 1* (N = number of server cores)

- Optimum throughput during peak load
- Optimizes display response time during peak loads

Large GeoProcessing
Services

Map Caching Printing 
Services

Network Routing 
Services

Imagery Processing
Services



Indicators of degraded performance?

To many service instances deployed on a single serv er
can increase loads beyond optimum capacity levels a nd exceed 

available memory limits.



Indicators of degraded performance?
If sufficient memory is not available.
• Inactive processes

- Swapped to memory cache for active processes
- Active processes can crash during execution

To many instances can exhaust memory.
• Increased paging 
• Not enough memory
• Shared computing slows 
To few instances per server
• Limits utilization of host hardware
• Minimum of three instances per core



How many services can I deploy?
• Trial and Error

• Every environment is different
- Monitor CPU 

� 10 Instance per core for map services
� Minimum 3 instances per core

- Monitor Memory

� Minimum 3GB per core
� Some services need more, i.e. imagery, GP, etc. 

� 2 GB per Service is a good starting point

• Popularity of services

• How do people access your site?
“…there is no simple recipe for getting it right.”



Capacity 
Planning & Load 
Testing



Capacity and Load Testing

Capacity Planning 
Tools

Professional Services
Enterprise Architecture 

Design

Performance & Scalability



Esri Professional Services
• Enterprise Advantage Program

- Use service credits
- Ohio State Term Schedule

• System Design and Architecture Review Jumpstart
- Capacity planning
- Server install and optimization



Cloud 
Computing



What is the Cloud?
The cloud is disposable computing

…You should only pay for what you use

Workflow

Integration

Collaboration
Citizen

Engagement
Executive

Access

Work

Anywhere

Content

Management
Apps

Maps

Catalog

Groups

Hosting
Services

Content



What are the options

Public 
Cloud

Private 
Cloud

Security & ControlSecurity & Control
Less More

Amazon EC2 - IAAS

ArcGIS Online - SAAS

Vblock – VCE

VMWare

MS HyperV

Citrix XenWare



ArcGIS Online



ArcGIS Online is a N ew GIS Pattern

Cloud/Web 

Intelligent web maps

ServerDesktop



What is ArcGIS Online?
• Part of the ArcGIS system
• Working with maps & geographic information

- Create

- Share
- Manage
- Analyze
- Visualize

• Organize authoritative content
• Simple, useful maps & info for organizations

ArcGIS Online

Geographic content management system…





ArcGIS Online 
Steps for Success



Vision & Governance
What is the mission and vision?
What problems will it solve?
What are the deliverables?
Who is the audience?

Establish a curator, or group of curators
Form a governance committee



Configure Portal
Brand your site to your user
- Add Logos
- Text

…Not necessarily a public destination! 



Configure Portal
Brand your site to your user
- Add Logos
- Text

…Not necessarily a public destination! 



Configure Portal
Brand your site to your user
- Add Logos
- Text

…Not necessarily a public destination! 



Configure Portal
Brand your site to your user
- Add Logos
- Text

…Not necessarily a public destination! 



Configure Portal
Brand your site to your user
- Add Logos
- Text

…Not necessarily a public destination! 



Configure Portal
Brand your site to your user
- Add Logos
- Text

…Not necessarily a public destination! 



Configure Portal
Brand your site to your user
- Add Logos
- Text

…Not necessarily a public destination! 



Configuration & Settings
• URL and logo
• Home page (banner and background)
• Featured content (gallery ribbon)
• Gallery
• Map
• Security Settings



Create Groups
Establish System Groups
- Feature Content
- Site Gallery
- Basemaps

Create Organization Groups
- Mimic organizational structure
- Mimic crosscutting activity



Basemap and App Galleries

Custom basemap and basemap gallery

Custom app templates



Organization or Project Chart



Thumbnail Graphics
• Thumbnails offer visual clues

• Thumbnails brand what your organization publishes

• Thumbnails identify items and sources of information



Thumbnail Graphics
• Thumbnails offer visual clues

• Thumbnails brand what your organization publishes

• Thumbnails identify items and sources of information



Easily Identifiable Group Logos
Use common naming conventions
Provide visual conventions
- Blue outline: internal groups/content
- Green Outline: Public groups/content



Provision Users
Invite users to the organization
Establish Roles

Privileges User Publisher Administrator

Add items � � �

Create web maps � � �

Share content � � �

Participate in and create groups � � �

Publish hosted services (tile, feature) � �

Manage Organization �

Manage Users �



Invite organizational members

Invite users via pre-established logins (recommended)
or by using existing account

Enterprise logins (beta)



Roles

Member name Role / Privileges

Manage items



Organization Persona
• Establish organization persona for authoritative shared content



Organize Useful Content
Register map services

Register web maps

Register apps
- Internal
- External



Quickly Identify Content
Thumbnails should provide visual indicators of map 
contents

Medical Facility Locations

Vague Specific Specific



Identify How Content is to be Used
Thumbnails can offer visual cues as to how to 
use content

Web Map Layer Ready to use map Geoprocessing Tool



ArcGIS Services
• Great documentation starts at the source

Services Directory



Maps vs. Layers



Build Useful Information Products
Build maps that interest and engage
- Internal 
- External



• Easy to configure

• No programming

• Hosted

• Source download

ArcGIS Online Configurable Web Apps



Map Stories



Apps for ArcGIS



Connect to Enterprise Systems
• Extract and map information

• Use hyperlinks to interconnect systems

• Leverage web services

• Use map application templates



Mapping, discovery, enrichment, participation

Esri Maps for Office
• Support Office workflows and users



Extend your reach through apps



Promote your Organization
• Evangelize and promote your value

• Use real examples

• Show real value propositions
- On map any device
- Self service mapping
- Configure don’t code
- Collaboration and sharing

•



Web Development 
Trends



IT Trends Driving Development

More mobile devices access 
the internet than PCs in 2013



IT Trends Driving Development

By 2014, there will be more 
than 70 billion mobile app 

downloads from app stores 
every year.



IT Trends Driving Development

By 2014, most organizations 
will deliver mobile apps to 

workers via private 
application stores.



IT Trends Driving Development

Cloud Computing: Changes 
role of IT. IT departments 
must play more roles in 
coordinating IT related 

activities.



IT Trends Driving Development

“We’re going to witness a 
process of transformation for 
most desktop websites, which 

will increasingly imitate the 
style and interfaces of mobile 

apps.” Spyderweb.com



60% traffic comes from search engines

How do you find your maps

Timoney, Brian. How the Public Actually Uses Local Government Web Maps: Metrics from Denver MapBrief Blog. 1 August 2012.
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SQL search is never ok…
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Is content search easy?

Auto Complete is more user friendly

Timoney, Brian. How the Public Actually Uses Local Government Web Maps: Metrics from Denver MapBrief Blog. 1 August 2012.
<http://mapbrief.com/2012/08/01/how-the-public-actually-uses-local-government-web-maps-metrics-from-denver/>.



People don’t pay attention to boring

1:43
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People like popups 
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…and don’t like identify tools



2% change basemaps

Timoney, Brian. How the Public Actually Uses Local Government Web Maps: Metrics from Denver MapBrief Blog. 1 August 2012.
<http://mapbrief.com/2012/08/01/how-the-public-actually-uses-local-government-web-maps-metrics-from-denver/>.



Decisions, Decisions…

Timoney, Brian. Paralysis of Choice: Why Map Portals Don’t Work, Part II MapBrief Blog. 07 February 2013.
<http://mapbrief.com/2013/02/07/paralysis-of-choice-why-map-portals-dont-work-part-ii/>.



“If you wait…
…all that happens is that you get older.”  - Mario Andretti

Timoney, Brian. The Waiting is the Hardest Part: Why Map Portals Don’t Work, Part V MapBrief Blog. 21 February2013.
<http://mapbrief.com/2013/02/21/the-waiting-is-the-hardest-part-why-map-portals-dont-work-part-v/>.



Pareto’s Principal

Timoney, Brian. An Iconography of Confusion: Why Map Portals Don’t Work, Part IV MapBrief Blog. 19 February2013.
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Requirements
The most important rule for web developers… 

Timoney, Brian. “The Tyranny of “Requirements”: Why Map Portals Don’t Work, Part III MapBrief Blog. 11 February2013.
<http://mapbrief.com/2013/02/11/the-tyranny-of-requirements-why-map-portals-dont-work-part-iii/>.

“On the internet you don’t get to set the rules”






